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Ticket : DP_S4_09 (With L4 Mappings)

Propagation of QA Updates 
to the Data Pool

	Launch Criticality: SY4 

Review: DPL,  QAMUT 

Priority: 

Number of Tracked Ticket Changes: (for database administrator use only) 
	
	Ticket CCR Number*: (for database administrator use only)
Ticket CCR Date*: (for database administrator use only)

* Represents changes to information from Ticket table only. Does not include information linked in from other tables.


	NOTE: The number of tracked changes (above) represents the number of changes to this particular Ticket. Whenever the data appearing in this Ticket changes this number is incremented by 1.


External Interface Dependency:
None

Subsystem Dependency:

DPL, QAMUT
Preconditions:

The capability will require 2,000 ECS granules with various QA flag values (at least two different values), as well as a set of QAMUT inputs that update these values.  Half of the granules must reside in the Data Pool.
Differences from Previous Releases:
This is a new capability
Operations Concept:
QA updates are performed using the QAMUT utility.  The updates will be picked up and propagated to the Data Pool through a separate command line utility.  DAAC operations will be able to run the two utilities in an integrated fashion or individually. The specific changes to the operational interfaces are as follows:

· The QA mass update runs will produce an output (or record) of the QA updates that can be used as input to propagating the QA updates to the Data Pool. 

· The Data Pool will include a new utility to apply forwarded QA updates to its inventory and the XML metadata files.  

The precise mechanisms for implementing this are TBD during the implementation and should consider DAAC operational preferences (see the design directions).  At present, two alternatives are under consideration:

· The new Data Pool utility reads the QAMUT ’undo’ file, which lists the individual QA updates applied, and for those granules that are also in the Data Pool, applies these updates to the XML files and the Data Pool inventory database.

· The new Data Pool utility reads the same QA update audit information that is recorded in the SDSRV inventory database to support ECHO interfaces, and applies them to the XML files and the Data Pool inventory database.   

Operational Impact:
The new capability is not expected to impact QAMUT code or performance.

DAACs will need to modify their existing QA update scripts to include a Data Pool utility that applies the QA updates to the Data Pool holdings, if they want the two processes tied together automatically.
Transition Approach:

None. 

Comments:
Throughput requirements for the capability will be included in the Synergy IV workload ticket WL_S4_01.  The ticket is expected to specify the following:

· The QA update process must continue to handle the Synergy III workload.  However, with Synergy IV the process will include forwarding QA updates to the DPL.  The number of QA updates that must be propagated to the DPL inventory and metadata files will equal the number of QA updates, prorated by the number of granules inserted into the Data Pool v. ECS. 

· The DPL will be expected to handle the daily workload of forwarded QA updates in less than two hours.

Level 3 Requirement(s):

	L3 ID
	L3 Text
	Category
	Release
	CCR Num

	DADS2676
	The ECS shall provide an on-line cache of data products that are accessible by end users via the Web and FTP.  The minimal capacity of these caches shall be as follows:   EDC DAAC:  40 Terabytes  GSFC DAAC:  60 Terabytes  LaRC DAAC:  20 Terabytes  NSIDC DAAC:  1 Terabyte
	Synergy
	SY2 SY3
	03-0111


IRD Requirement(s):

None.

Level 4 Requirement(s):

	L4 ID
	L4 Text
	Release
	CCR Num

	S-DPL-65010
	The Data Pool CI shall provide a QA Update Propagation Utility that is executable via a Unix command line.
	SY4 
	NEW

	S-DPL-65020
	It shall be possible to combine the Data Pool QA Update Propagation Utility and the QAMUT utility into a single script that can be executed as a cron job.
	SY4
	NEW

	S-DPL-65030
	The Data Pool QA Update Propagation Utility shall accept as input information created by the QAMUT CI that identifies its ECS QA flag updates.
	SY4
	NEW

	S-DPL-65040
	The Data Pool QA Update Propagation Utility shall apply the ECS QA flag updates to the affected Data Pool inventory database entries. 
	 SY4
	NEW

	S-DPL-65050
	The Data Pool QA Update Propagation Utility shall apply the ECS QA updates to the affected Data Pool metadata files at a rate of no less than 18,000 files per hour. 
	 SY4
	NEW

	S-DPL-65060
	The Data Pool QA Update Propagation Utility shall apply  QA updates to the Data Pool inventory database at a rate that is no less than the SDSRV QA update rate achieved by the QAMUT.
	 SY4
	NEW

	S-DPL-65070
	The Data Pool QA Update Propagation Utility shall be able to recover from a failure such that the application of the QA updates can be completed without error (e.g., by restarting the corresponding Data Pool utility) and without incurring a performance penalty of more than 10 minutes.
	 SY4
	NEW

	S-DPL-65080
	The Data Pool QA Update Propagation Utility shall be able to operate in multiple modes concurrently.
	 SY4
	NEW

	S-DPL-65090
	The Data Pool QA Update Propagation Utility shall prevent multiple concurrent executions in the same mode.
	 SY4
	NEW

	S-DPL-65100
	The Data Pool QA Update Propagation Utility shall log the following information.

a. any command line parameters

b. any errors.
	 SY4
	NEW

	S-DPL-65110
	The Data Pool QA Update Propagation Utility shall skip the update of an XML file that proves inaccessible and continue the execution of the run, but log this event as an error.
	 SY4
	NEW

	S-DPL-65120
	The Data Pool QA Update Propagation Utility shall retry in subsequent runs the propagation of a QA update that was skipped due to an error in an earlier run.
	 SY4
	NEW

	S-DSS -40410
	The QAMUT CI shall provide a record of its QA updates that can be used by the DPL subsystem to propagate the applicable updates to the Data Pool inventory and metadata files. 
	 SY4
	NEW

	S-DSS-40355
	The QAMUT CI shall be able to recover from a failure while performing or recording its QA updates such that a correct record of the QA updates can be provided without error (e.g., by restarting the QAMUT) and without incurring a performance penalty of more than 10 minutes.
	 SY4
	NEW

	D-DSS-40430
	The QAMUT CI shall be able to provide a record of its QA updates to the DPL subsystem in multiple modes concurrently.
	 SY4
	NEW


L4 to L3 Mappings:

	L4 ID
	L3 ID
	CCR Num

	S-DPL-65010
	DADS2676
	NEW

	S-DPL-65020
	DADS2676
	NEW

	S-DPL-65030
	DADS2676
	NEW

	S-DPL-65040
	DADS2676
	NEW

	S-DPL-65050
	DADS2676
	NEW

	S-DPL-65060
	DADS2676
	NEW

	S-DPL-65070
	DADS2676
	NEW

	S-DPL-65080
	DADS2676
	NEW

	S-DPL-65090
	DADS2676
	NEW

	S-DPL-65100
	DADS2676
	NEW

	S-DPL-65110
	DADS2676
	NEW

	S-DPL-65120
	DADS2676
	NEW

	S-DSS -40410
	DADS2676
	NEW

	S-DSS-40355
	DADS2676
	NEW

	D-DSS-40430
	DADS2676
	NEW


L4 to IRD Mappings:

None.

Design Directive(s):

The design needs to exhibit the following characteristics:

· Forwarding the QA updates to the Data Pool must not cause a significant slow down in applying the QA updates to the SDSRV. 

· Applying the QA updates to the XML metadata files is deemed more urgent than applying them to the DPL inventory.  This is because it is very desirable that the XML files contain the correct QA information when they are downloaded.

· Applying the QA updates to the DPL inventory before or while applying them to the XML files is acceptable, as long as that does not significantly delay the XML updates.

· Preferably, the capability is packaged such that it can be run as part of the QAMUT script.

· The operation must be restartable (i.e., when a run was interrupted, the operator can simply resubmit it and the run will pick up where it left off), and the restart must not incur a significant performance penalty. 

In this context, ’slow down‘ means any additional delay beyond a few minutes  

By implication, it will be very important to design this for high throughput.  DAACs may process in excess of 100,000 QA updates a day.  Assuming about 50% of these granules reside in the Data Pool, and a rate of 3,000 XML file updates an hour, it would take about 16 hours to propagate the updates to all XML files – inconsistent with the goal of minimal update delay. 

Test Direction:

None.

Criteria:
	Criteria Key
	Criteria ID
	Criteria Text
	Type
	CCR Num

	
	10
	Using the QAMUT, update the QA Flags of 10 granules, of which 5 shall reside in the Data Pool.  Run the Data Pool QA Update Propagation Utility, but before doing so, make the XML file of one of the affected Data Pool granules inaccessible.  Verify that the corresponding updates were applied to the Data Pool inventory and metadata files for the accessible XML files.  Verify that the Data Pool QA Update Utility log contains the required log entries (as per S-DPL-xxx70).  Then run the QAMUT again to update the QA Flags of 5 more granules that reside in the Data Pool.  Restore accessibility to the XML file made inaccessible before, then run the Data Pool QA Update Propagation Utility.  Verify that the QA updates are correctly propagated for the 5 new granules as well as the one granule that encountered an XML file access error on the earlier run.
	EC
	NEW

	
	20
	Using the QAMUT, update the QA Flags of at least 1,000 granules, none of which reside in the Data Pool and an equal amount of granules that do reside in the Data Pool and time the run (i.e., run time A). Run the Data Pool QA Update Propagation Utility.  Verify that the total run time of the Data Pool utility does not exceed one half of run time A by more than 0.2 seconds per granule (i.e., the database performance requirement as per S-DPL-xxx30 plus the allowance for the XML file updates as per S-DPL-xxx20).
	PC
	NEW

	
	30
	Using the QAMUT, update the QA Flags of at least 1,000 granules, all of which reside in the Data Pool. Interrupt the QAMUT execution when it is about half way done (i.e., processed between 40 and 60% of the desired updates), and then run the Data Pool QA Update Propagation Utility.  After the utility completes, restart the QAMUT to complete the processing of the QA updates, then rerun the Data Pool QA Update Propagation Utility.  Verify that all QA updates are propagated to the Data Pool correctly.
	EC
	NEW

	
	40
	Using the QAMUT, update the QA Flags of at least 1,000 granules, all of which reside in the Data Pool. The run the Data Pool QA Update Propagation Utility and interrupt its execution , then restart it.  Verify that all QA updates are propagated to the Data Pool.
	EC
	NEW

	
	60
	Write a Unix script to run the QAMUT and the Data Pool QA Update Propagation Utility in sequence.  Execute the script via a cron job twice, each time for at least 1,000 granules of which about one half reside in the Data Pool and one half does not.  Verify that both executions complete normally and that that QA updates are propagated to the Data Pool correctly.   
	
	NEW

	
	70
	Run the script mentioned in criterion 60 concurrently in two different modes from the command line.  Verify that both execute concurrently and correctly. 
	
	NEW

	
	80
	Attempt to start the Data Pool QA Update Propagation Utility concurrently in the same mode.  Verify that only one of the executions starts correctly while the other terminates with an appropriate error. 
	
	NEW
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